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IBM Intelligent Video Analytics (2013)



People Search based on a Suspect Description Form







Era of Foundation Models: Pre-training on Massive Datasets 
of Web Images and Videos

Google JFT -- 3Billion images



Promising work-around: 
synthetic data

Embodied Perception

Autonomous Driving

Face simulation

§ In addition to privacy, synthetic data can address the 
issue of training data scarcity for certain applications





Outline:

§ Pre-training based on Synthetic Data for Vision Tasks

§ Synthetic Data for Specialization of Large Language Models

§ Application: AI Commentary @ Wimbledon and US Open 2023



Our Setting:
New problem: synthetic 
Data Pretraining and 
Transfer to Diverse 
Downstream Tasks
(disjoint label set)

Previous Work: 
Sim2Real domain 
adaptation
(same label set)



Observation: Different simulation parameters have different 
effects on different downstream tasks 

Resnet-50, linear probing

Suggests best parameter settings for synthetic data are task-specific



Task2Sim: Towards Effective Pre-training and 
Transfer from Synthetic Data (CVPR 2022) 

S. Mishra, R. Panda, C. Phoo, R. Chen, L. Karlinsly, K. Saenko, V. Saligrama, and R. Feris

Simulation 
Parameters
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Transfer from Synthetic Data (CVPR 2022) 
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Data parameterization : 8 discrete-valued binary scene parameters controlling variation

Cam distance Materials Background Focus Blur

Light color Obj Rotation Light Direction Light Intensity

Task2Sim: Simulation Parameters



Experiments: 
20 downstream tasks 
from various domains



Task2Sim Downstream Performance

Task2Sim matches ImageNet pre-training and generalizes to tasks not encountered in training
*Indicates subset of Imagenet with same number of total images and total object classes as in synthetic data



How Transferable are Video Representations Based on Synthetic Data?
 

NeurIPS 2022 Dataset Track
Yo-whan Kim, Samarth Mishra, SouYoung Jin, Rameswar Panda, Hilde Kuehne, Leonid Karlinsky, 

Venkatesh Saligrama, Kate Saenko, Aude Oliva, Rogerio Feris
Synthetic Pretraining



Real pre-training 
outperforms synthetic 

pre-training on datasets 
with high bias. 



Real pre-training 
outperforms synthetic 

pre-training on datasets 
with high bias 

Synthetic pre-training achieves similar 
or better accuracy than real pre-
training on datasets with low bias 

* Sim2real gap is largely due to 
contextual features (instead of temporal 
dynamics of the actions)



How can we better model contextual features 
while preserving privacy?



Learning Human Action Recognition Representations 
Without Humans [Howard Zhong et al, 2023]





Pre-training: Real Data (no Humans) + Synthetic Data (Virtual Humans)



Privacy-Preserving MAE-Align Pre-training



Our approach outperforms previous baselines by up to 5% and closes the performance 
gap between human and no-human action recognition representations

Experimental Results



Outline:

§ Pre-training based on Synthetic Data for Vision Tasks

§ Synthetic Data for Specialization of Large Language Models

§ Application: AI Commentary @ Wimbledon and US Open 2023



GeneralistSpecialist

§ Does well in 
many 
domains

§ Requires 
more 
capacity 
(bigger 
models)

§ Best in a 
specific 
domain

§ Requires 
less 
capacity 
(smaller 
models)
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Can we adapt a general large language model 
to perform better in a specific domain?

§ Naive Approach: Instruction fine-tuning, but it requires time-consuming 
and difficult to scale manual annotation





Real-Data:
Domain-specific 
seed instructions 
(small set – e.g., 80)

Instruction:

In this task, you are given a short article and question. 
Read the short article and answer the question. 

Input:

Short article: The extract from the opium poppy was 
tested on breast cancer cells and was found to inhibit the 
migration and invasion of breast cancer cells. 

Question: Was the extract more potent in its inhibitory 
effect on the migration of breast cancer cells than its 
effect on the invasion of breast cancer cells?  
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Synthetic Data: 
Self-generation of 
domain-specific 
instructions

Base LLM
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Specialized  LLM 
(e.g., Biomedicine) Parameter-Efficient 

Fine Tuning (LoRA)



Traditional Fine-tuning

§ All pre-trained 
model weights  
are optimized

§ Not feasible for 
billion-scale 
models



LoRA: Low-rank adaptation of large language models
[Hu et al, ICLR 2022]

Pre-trained 
weights are frozen



LoRA: Low-rank adaptation of large language models
[Hu et al, ICLR 2022]

A B

dxr

rxd
Pre-trained 

weights are frozen Only optimize 
A and B

W



Main Results

5-shot results in 10 datasets (biomedicine)

§ Our self-specialized model (30B) outperforms its base model, MPT-30B by a large 
margin (up to 18 points)



Main Results

5-shot results in 10 datasets (biomedicine)

§ Our self-specialized model (30B) even outperforms 65B models (2.2x larger), 
including Llama-65B



Outline:

§ Pre-training based on Synthetic Data for Vision Tasks

§ Synthetic Data for Specialization of Large Language Models

§ Application: AI Commentary @ Wimbledon and US Open 2023



90 players
18 holes
   4 days

100s
  hours of footage 
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IBM Automatic Highlights @ Wimbledon
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Multi-modal curation of sports highlights (Wimbledon)



Impact

§ Our system has been used to produce the official highlights of the 
US Open, Wimbledon, and Masters tournaments

§ Watched by millions of fans worldwide (mobile app, website, …)

(and many more media outlets)



Our work on AI/ML for auto-curation of sports highlights has been 
selected for a Technology and Engineering Emmy Award !



Wimbledon and US Open 2023

AI Commentary



Video

Sound

Match Data

Excitement Scores

Projection into a 
unified 

embedding 
space

(v1: Data to Text)

Billion-scale IBM 
Language Model

§ IBM Sandstone.3B model
§ Pretrained on petabytes of data
§ Fine-tuned on real and synthetic 

commentary data

Turning multi-sensory data into fluent commentary using Large Language Models

After a wide out serve by Peniston, Laaksonen 
returns the service with a short backhand. Peniston 
then approaches the net, hits a forehand, but 
Laaksonen strikes back with a magnificent 
backhand. What a beautiful shot! Peniston makes all 
efforts to save the point but hits the net with a volley 
unforced error. The game is now tied: 30-30
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Play-by-play metadata extraction using computer vision

Understanding every detail of the game in real-time

Serve, Forehand, Volley, …

and pose/keypoint estimation





Metadata from other sensors and modalities

Score information

Ball speed (Radar)

Audio and vision excitement scores

Player information

Rally Length

Winner vs Error

Match analysis



Metadata: Computer vision + other modalities (input to large language model)
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IBM Sandstone 3B model

§ Encoder-Decoder Architecture

§ Base model pre-trained on petabytes of data  

§ Long context modeling with ALiBi

§ Tuned for AI  commentary using Synthetic and Real Data
§ Efficient tuning is achieved using Layered LoRA (next)



Our Layered LoRA Architecture (LaLo)
[James Smith et al, CVPR 2023]

LaLo can support task modularity & efficient recall of past models

Efficient adaptation: < 3% of all parameters are adapted !

IBM Sandstone 
3 Billion

LoRA 1 LoRA k 

…

Pre-match 
Commentary

Post-match 
Commentary





Conclusions
§ Era of Foundation Models: Training with billions of images (vision) and 

trillions of tokens (language)

§ Take-away message: focus on data quality (instead of just data 
quantity) for safer and more efficient models

§ Learning with real + synthetic data is a promising way to achieve this 
goal 

§ Outlook: Synthetic data for understanding what makes for a good pre-
training model



Thank you!
See more at http://rogerioferis.org

http://rogerioferis.org/

